@8\ Generalized Zero-Shot Recognition through Image-Guided
Ya\Y

Introduction

Zero-shot learning (ZSL) aims to recognize objects
whose instances have not been seen during training.

A majority of ZSL methods can be viewed using the
visual-semantic embedding framework.

Images are mapped from the visual space to the
semantic space in which all classes reside, or images
and labels are projected to a latent space. Then, the
Inference is performed in this common space, typically
using cosine similarity or Euclidean distance.

Another perspective of embedding-based methods is to
construct an image classifier for each unseen class by
learning the correspondence between a binary one-
versus-rest image classifier and its class prototype in the

semantic space.
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Contributions

We propose IGSC, which aims to learn the
correspondence between an image and its corresponding
label classifier.

« |GSC analyzes the input image and seeks for
combinations of variables in the semantic space (e.g.,
combinations of attributes) that distinguish a class
(belonging to the input) from other classes.

IGSC learns the correspondence between an image In
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Method

Problem Definition

Given a training set S = {(x,,, y,,),n = 1..N}, with y,, € Y
being a class label in the seen class set, the goal of
GZSL is to learn a classifier f: X — Y which can
generalize to predict any image X to its correct label,
which is not only in Ys but also in the unseen class set Y.

Image-Guided Semantic Classification Model

The compatibility function is achieved by implementing
two functions, h(8(x), W) and g(@(y), M), as illustrated in
the figure below.

The first function h(-) receives an image embedding as
Input and returns parameters M characterizing a label
classifier: M = h(6(x), W).

The second function g(-) is a label classifier,
characterized by the parameters outputted by h(-). This
function takes a label vector as input, and returns a
prediction score indicating the probability of the label
belonging to the input image: s = g(@(y), M).

The final compatibility score is obtained by normalizing
the prediction scores to probabllistic values with softmax:

P yi) = 5ol

k exp(sk)'

The model parameters W are learned by minimizing the
Cross entropy loss.
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The IGSC method has the following characteristics:

* |GSC learns the correspondence between an image In
the visual space and a classifier in the semantic
space. The correspondence can be learned with
training pairs in the scale of training images rather
than that of classes.

IGSC performs learning to learn in an end-to-end
manner. Label classification is conducted by an
Image-conditioned semantic classifier whose weights
are generated on the fly. This model is simple yet
powerful because of its adaptive nature.

IGSC unifies visual attribute detection and label
classification. This is achieved via the design of a
conditional network (the proposed classifier learning
method), in which label classification is the main task
of interest and the conditional input image provides
additional information of a specific situation.

IGSC alleviates the hubness problem. The
correspondence between an image and a semantic
classifier learned from seen classes can be transferred
to recognize unseen concepts.

Results

We used four popular benchmark datasets—including
SUN, CUB, AWAZ2, and aPY—for evaluating the
proposed method.

We followed the standard evaluation metrics used in the
literature. We reported acc, (test images are from seen
classes and the prediction labels are the union of seen
and unseen classes), acc, (test images are from unseen
classes and the prediction labels are the union of seen
and unseen classes), and the harmonic mean.

SUN CUB AWA?2 aPY

All methods under comparison—including the proposed
method—are inductive to both unseen images and
unseen semantic vectors.

By examining the harmonic mean values, IGSC
consistently outperformed other competitive methods on
three out of the four datasets. The performance gain
validated the effectiveness of learning image guided
semantic classifiers.

Compared with embedding based methods, this novel
paradigm not only has more training pairs (in the scale of
the training images) for learning the correspondence
petween an image and its corresponding label classifier
out also allows different manners to separate classes
pased on the content of input image.

Compared with attribute based methods which take a
two-step pipeline to detect attributes from one image and
aggregate the detection results for label prediction, IGSC
unifies the steps.

Compared with recent methods, IGSC is much simpler
and therefore has a greater flexibility.

Conclusion

We propose a visual-semantic embedding model that
transforms an image into a label classifier, consequently
used to predict the correct label in the semantic space.

Modeling the correspondence between an image and its
label classifier enables a powerful method that achieves
promising performances on four benchmark datasets.
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the visual space and a classifier in the semantic space.

Method ACC,  ACCg H acc, accg H ace, accy H ace, accg H

LATEM [9] 147 288 195 152 573 240 115 773 200 1.3 714 26

The correspondence can be learned with training pairs visual DEVISE [4] | 169 274 209 238 53.0 328 17.1 747 278 35 784 67
embedding ESZSL [8] 1.0 279 158 147 565 233 59 778 110 24 70.1 46

In the scale of training images rather than that of -
SYNC [20] 79 433 134 11.5 709 198 9.7 89.7 175 74 663 133

classes. _ o SP-AEN[18] | 249 386 303 347 70.6 466 233 909 37.1 137 634 226
. _ : an image-conditional model : PSR [13] 208 372 267 246 543 339 207 738 323 135 514 214
Label classification is conducted by a semantic : = DCN [6] 255 370 302 284 607 387 142 750 23.9

.. . iImage-to-classifier AREN[21] | 190 388 255 389 787 521 56 929 267 92 769 164
classifier whose WelghtS are generated on the ﬂY- mapping function h(s) DAZLE[22] | 21.7 319 258 420 653 51.1 257 825 392

IGSC 394 313 349 408 60.2 487 257 83.6 393 231 589 33.2
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The architecture of IGSC. This model receives an image and a label, and it returns the
compatibility score of this input pair. The score indicates the probability of the label
belonging to the image. The score is calculated by a label classifier g(-), whose weights
M are stored in the output layer of a fully connected neural network. Therefore, weight
values depend on the input image. The neural network is characterized by the
parameters W, which are the only parameters required to learn from training data.

Generalized zero-shot learning results (top-1 accuracy and H) on four benchmark
datasets. All methods are agnostic to both unseen images and unseen semantic vectors
during training.
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