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Generalized zero-shot learning
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Fine-grained image classification
Small inter-class variations



Fine-grained image classification

Laysan albatross: Adult Laysan albatross: Juvenile

Large intra-class variations



Attributes for zero-shot learning



Contributions of the paper

• For each class, a classification model should focus on the most 
relevant attributes.

• We propose to leverage auxiliary information in the form of text 
descriptions to achieve the goal.



DAZLE

Text-enhanced attribute-based attention

Dat Huynh and Ehsan Elhamifar, “Fine-grained generalized zero-shot learning via dense attribute-based attention,” IEEE 
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Text-enhanced attribute-based attention

Dat Huynh and Ehsan Elhamifar, “Fine-grained generalized zero-shot learning via dense attribute-based attention,” IEEE 

Conference on Computer Vision and Pattern Recognition (CVPR), 2020.
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Results

• Our approach improves DAZLE in both datasets. 

• On CUB, the accuracy rates of recognizing seen and unseen classes are boosted by 
2.4% and 4.1%, respectively. The harmonic mean is increased by 3.8%. 

• A performance gap for the unseen classes on AWA2 is also observed. The harmonic 
mean is increased by 9%.



Conclusions

• We improve DAZLE by devising a text-enhanced attribute-based 
attention mechanism that guides the feature extraction from most 
relevant image regions for important attributes.

• By leveraging textual descriptions, the proposed method adapts well 
to unseen classes at inference.

More information:
http://www.csie.ntnu.edu.tw/~myeh
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